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DECISION TRAINING BEHAVIORAL OBJECTIVES (CONTINUED)

3. Assess the utility of a given outcome in a given decision

situation.

3.1 State the possible external effects of the outcome
on the decision situation.

3.2 State the likelihood that a given external effect
will result from the given outcome in the decision
situation.

3.3 Identify whether a given effort of the outcome is
?avorabie or unfavorable for the decision situation.

3.4 State the degree of importance of a given external
effect resulted from the outcome from the decision
situation.

3.5 Estimate the aggregate utility of the outcome based

on the given possible external effects with given
chances of occurrence, given direction of effect
(negative effect or positive effect), and given
magnitude of importance.
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TABLE 14. DECISION TRAINING BEHAVIORAL OBJECTIVES (CONTINUED)

4. Assess probabilities of a given set of events which
probably will occur as a result of a given alternative
course of action in a given decision situation.

4.1 Identify the event with the highest chance of
occurrence among the set of events.

4.2 Sort the set of events according to the order of
likelihood of occurrence in the decision situation.

4.3 Assign likelihood values to the given ordered list
of events in relation to the decision situation.

4.4 Calculate probabilities of events for the given

ordered list of events with given 1ikelihood
values by normalizing the 1ikelihood values.
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Apply a relevant decision rule to a given decision
situation.

5.1
5.

5.3

5.4
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Name all decision rules.

Describe the procedure for applying each

decision rule.

State the advantages and disadvantages involved
in application of each decision rule.

Define the criteria and procedure for selection
of a decision rule based on the characteristics
of the given decision situation and advantages/
disadvantages of the available decision rules.

Select the best decision rule for the given
decision problem by comparing each decision
rule in terms of the criteria defined and
selecting the most desirable one on the basis
of relative merits with respect to the decision
problem.

Apply a given decision rule to the given decision

problem.
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TABLE 14. DECISION TRAINING BEHAVIORAL OBJECTIVES (CONTINUED)

Select the best alternative course of action for a
given decision situation.

6.1 Name all selection criteria for the best alternative.

6.2 State selection criteria relevant to a given
decision rule.

6.3 Select the best selection criterion for the
given decision situation, based on a given
decision rule.

6.4 Apply a given selection criterion to the given
decision situation after the application of a
given decision rule.
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The instructional guideline generation system is basically composed
of two modules: Decision Task Classification, and Decision Training Guide-
line Generator (Figure 14). A task, which has been already identified as a
decision task, enters the Decision Task Classification module. This
module acts as a preprocessor which associates the task with one of the
decision classes relevant to the training objectives. The output will be
class information which enters the Decision Training Guideline Generator
Module. Based on the classification result, as well as training environ-
ment characteristics, requirements, and resources, the module suggests
the required instructional content and the best instructional methods and
media for the input decision task.

A detailed diagram describing the relationships among different com-
ponents of the system is shown in Figure 15. A brief description of the
eight components and their interactions as well as the input/output of the
system is described in the remainder of this section. In what follows,
attention must be paid to the fact that the implicit procedure defined by
the system is being performed (operated) by an instructional technologist.

Decision Task Identification receives any training task presented in
the objective hierarchies and works as a filter which separates decision
tasks from non-decision tasks. The specification of this component follows
the definition of a decision task:

a. The objective of a decision task is to select an alternative
from a specified set of alternatives.

b. This selection may require the formulation of alternatives
(problem structuring).

c. There is a lack of completely specified criteria for either
alternative formulation or alternative selection.

The output of the component is the identification of the input task
either as a decision task, which causes the task to enter the Decision Type
Recognition and Decision Task Classification components, or as a non-
decision task, which results the initiation of a conventional ISD procedure.

Decision Type Recognition receives a decision task and identifies it
as Type T, Type 2, or Type 3. Type 1 represents decision tasks with
processes requiring only problem structuring; Type 2 includes all decision
tasks concerning only action selection; Type 3 is composed of all decision
tasks which require both problem structuring and action selection. The
information concerning the type of the decision task enters Decision Task
Classification and Cognitive Level Weighting components.

Decision Task Classification is based on a procedure similar to that
of discriminant analysis. To distinguish between classes of decision tasks,
a collection of discriminating variables is selected that measures charac-
teristics on which the classes are expected to differ, that is, training
content requirements. Thirty different classes constitute the set of
possible classes relevant to decision training. The decision task and
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the information concerning its type enter the Decision Task Classification
component. The output of the component represents the class of the deci-
sion task which is sent to the Instructional Content Generation component.

Instructional Content Generation receives the information about the
class of the decision task and generates the required instructional contents.
Since a set of basic instructional contents is associated with each class,
the process involved is a simple table look-up. The basic instructional
content appears as part of the system's output which together with the task-
specific information presented in decision trees, constitute required
instructional content for the decision training program.

Cognitive Level Weighting receives the decision type and selects a
cognitive level weight vector. The idea of a cognitive level weight vector
was initiated by the fact that the training objectives for different tasks
with unequal cognitive complexity can be accomplished differently depending
on the instructional method employed. Such dependency between cognitive
complexity and instructional method suggested a detailed analysis of cog-
nitive levels involved in the performance of each decision behavior. The
result of the analysis was the identification of a cognitive level weight
vector associated with each decision type. Each vector presents the degree
of importance of the six cognitive levels with respect to the corresponding
decision type. The six cognitive levels include: knowledge, comprehension,
application, analysis, synthesis, and evaluation. Since a weight vector is
assigned to each decision type, the process involved is a simple table
look-up. The selected cognitive level weight vector is sent to Instruc-
tional Method Selection component.

Instructional Method Selection receives the cognitive level weight
vector, incorporates it with the data in the method/attribute matrix, and
results in the most effective instructional method. The method/attribute
matrix represents the judgmental evaluacion of the degree of effectiveness
of fourteen major instructional methods with respect to the six cognitive
levels. The judgmental data was provided by a training specialist and a
psychologist. A weighted average procedure is used to calculate a degree
of effectiveness for each instructional method with respect to the deci-
sion task. The method with the highest degree of effectiveness is selected
as the most effective instructional method and appears as part of the
system's output.

Method/Media Relevancy Detection receives the selected instructional
method and, using the method/media relevancy matrix, identifies the media
relevant to the selected method. Since some instructional media are not
applicable to a training environment employing a specific instructional
method, a study of the relevancy of each of the twelve instructional media
with respect to each instructional method was performed. The result of the
study dichotomized the relevant and irrelevant media for each instructional
method. These results appear in the method/media relevancy matrix. The
relevant instructional media are identified by a reference to the method/
media relevancy matrix, and the information is sent to the Instructional
Media Selection component.
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Instructional Media Selection receives the relevant media and, using
the media/attribute matrix and the weights of different attributes with respect
to the training environment, selects the most effective media. The degree

of effectiveness of each instructional media with respect to different
attributes was judgmentally assessed by a training specialist. During

system's application, the system user instructional technologist will provide

a weight vector which identified the degree of importance of different
attributes of the instructional method with respect to the specific training
environment. Then, a weighted average procedure will be used to calculate

the degree of effectiveness of each relevant instructional media with respect
to the decision task. The media with the highest degree of effectiveness is
selected as the most effective instructional media and appears as part of

the system's output.
DECISION TASK CLASSIFICATION PREPROCESSOR

The decision task space can be divided into different classes such that
each class represents a set of decision tasks with some degree of similarity
with respect to their training requirements. The inter-class similarity
will then suggest implementation of similar instructional content, method,
and media for all decision tasks belonging to the same class. The classifica-
tion scheme must be oriented toward training and its discriminant elements
must be designed based on decision task differences which suggest different
training strategies.

Such a classification scheme was designed with two components: decision
type recognition and decision task classification. Decision type recognition
is based on the methodology described in Chapter 2. Three different types of
decision tasks are identified. Type 1 represents decision tasks with
processes requiring only problem structuring; type 2 includes all decision
tasks concerning only action selection; type 3 is composed of all decision
tasks which require both problem structuring and action selection. Since
the processes involved in problem structuring are of different cognitive
complexity than the ones involved in action selection, the training processes
for the tasks belonging to different decision types must be conducted differ-
ently. Such differences in training processes will be specified in terms of
the guidelines for instructional content, method, and media.

In constructing the second component, decision task classification, the
objective is to provide a procedure which assigns each decision task to a
category associated with the most relevant instructional strategy. If all
decision tasks can be so categorized into a given number of classes, and if
training can be developed for each class, then any decision task may be
easily categorized and appropriate training programs easily developed for it.

This procedure is similar to that of discriminate analysis. Discrimi-
nant analysis begins with the desire to statistically distinguish between
two or more groups of cases (in this instance, a case would be decision task
and discriminant analysis would be a means of distinguishing among two or
more classes of decision tasks). To distinguish between classes, a collection
of discriminating variables is selected that measures characteristics on which

the classes are expected to differ. Ideally, discriminating variables are
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assigned to classes in such a way that the separation of the classes is
maximized. A set of variables was designed which provides satisfactory
discrimination for decision tasks with known class membership. The classes
have been identified, and the classification of any new decision task with
unknown membership can be accomplished.

The key to developing a decision task classification scheme is the
identification of the variables or decision task attributes to be used as
discriminating variables.

There are many attributes associated with decision making tasks. The
following represents a preliminary listing of the ones most relevant to a
training program.

a. Single attribute - multi-attribute

b. Individual - group

c- Static - dynamic

d- One shot - repetitive

e- Certainty - risk/uncertainty

f. Abstract (general) - concrete (task specific)
g- Well defined - ambiguous

h. Decision making - decision execution (Note: this characteristic
follows a convention developed in this project.)

i- Time critical - time relaxed
Jj+ Small probability high loss - normal ranges for probability and loss

k- Type 1 (problem structuring), type 2 (alternative selection),
and type 3 (problem structuring and an alternative selection).
(Note: This characteristic follows a convention developed in
this project.)

1. Decision rule (SEU, EV, Mini-max, Maxi-min, etc.)

Each attribute describes a different dimension of decision making and represents
a different "pigeon hole" in which a decision task could be categorized. Given
this set of 12 attributes, and allowing for seven different and mutually
exclusive types of decision rules provides a very modest listing of decision
classes, compared to all possible classes that are potentially available to
decision makers. However, even with such a list, the implications as to the
number of classes into which decision tasks could be discriminated is

enormous. Clearly, this many classes is neither feasible nor desirable. What
assumptions can be reasonably made to reduce this number of classes to a more
manageable number? First, since we are interested in training ATO's and
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Pilots in the LAMPS ASW operation, we can assume that the decision tasks,

and hence training, will focus on individual decision makers. Next, assume
that all decisions are repetitive decisions. That is, although a decision

is unique to a particular ASW mission and the parameters of that mission, an
outside observer would find that there is a great deal of similarity in the
decision tasks across all pilots and ATO's and across all ASW missions. For
example, the decision of what sonobuoy pattern to drop occurs in each and
every ASW mission. Also, assume that each decision is task specific rather
than general. Each decision must contribute to overall mission effectiveness
and, hence, must be task specific at the point in the mission at which it is
made. Moreover, assume that since we are interested in training decision
makers, we are not concerned here with decision executions that are the
result of previously made decisions. It is also valid to assume that all
decisions are made under risk and in normal ranges of probability and loss.
At this point it is useful to refer to Figure 16 and Table 15 which is a more
detailed representation of what a decision task classification preprocessor
might look like. Note that a decision task follows one of three major flows:
(1? type 1 decision, (2) type 2 decision, or (3) type 3 decision. Types 1
and 2 are of major interest, since type 3 is merely a combination of types

1 and 2. Type 1 focuses on problem structuring. The attributes of interest
here are:

a. Single attribute - multi-attribute
b. Well defined - ambiquous

c. Time relaxed - time pressure

d. Static - dynamic

Since type 1 is only limited to problem structuring, decision rules are not
relevant. The focus is on alternative generation and outcome estimation.
Therefore, for the type 1 flow, there are 2 x 2 x 2 x 2 = 16 possible classes
into which decision tasks may fall. For type 2 decision tasks, those that
focus on alternative selection, the following attributes are relevant:

a. Time relaxed - time pressure
b. Decision rules

Subjective expected utility (SEU)
Maxi-min utility (MMN)

Maxi-max utility (MMX)

Mini-max regret (MMR)
Lexicography (LEX)

Hurwicz (HUR)

Satisfying (SAT)

Since the focus here is on alternative selection, there are 2 x 7 = 14 classes
into which type 2 decision tasks may be sorted. Type 3 decision tasks can

be sorted using the type 1 and type 2 classes in conjunction. There are,
therefore, 16 x 24 = 224 classes into which type three decision tasks may

be sorted, but since these classes are simply combinations of type 1 and type 2
tasks they do not need to be separately identified. When classifying decision

80




Decision Task
Decision Type

NAVTRAEQUIPCEN 77-C-0005-1

Problem
Structuring

DECISION TASK
CLASS

1-SWRS

1-SWRD

Alternative
Selection

DECISION
TRAINING
GUIDEL INE
GENERATOR
SYSTEM

Figure 16. Decision Task Classification
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TABLE 15. DECISION TASK CLASSES

DECISION
CLASS
NUMBER TYPE CLASS ATTRIBUTE
1 1 SWRS Single attribute, well defined, time relaxed, static
2 1 SWRD Single attribute, well defined, time relaxed, dynamic
3 1 SWPS Single attribute, well defined, time pressure, static
4 1 SWPD Single attribute, well defined, time pressure, dynamic
5 1 SARS Single attribute, ambiguous, relaxed, static
6 1 SARD Single attribute, ambiguous, relaxed, dynamic
7 1 SAPS Single attribute, ambiguous, ‘pressure, static
8 1 SAPD Single attribute, ambiguous, pressure, dynamic
9 T MWRS Multiattribute, well defihed, time relaxed, static
10 1 MWRD Multiattribute, well defined, time relaxed, dynamic
1] 1 MWPS Multiattribute, well defined, time pressure, static
] 7 1 MWPD Multiattribute, well defined, time pressure, dynamic
13 1 MARS Multiattribute, ambiguous, time relaxed, static
14 1 MARD Multiattribute, ambiguous, time relaxed, dynamic
15 1 MAPS Multiattribute, ambiguous, time pressure, static
16 1 MAPD Multiattribute, ambiguous, time pressure, dynamic

L — e
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TABLE 15. DECISION TASK CLASSES (CONTINUED)
DECISION
CLASS
NUMBER TYPE CLASS ATTRIBUTE
17 2 RSEU Time relaxed, subjective expected utility
18 2 PSUE Time pressure, subjective expected utility
19 2 RMMN Time relaxed, Maxi-min utility
20 2 PMMN Time pressure, Maxi-min utility
21 2 RMMS Time relaxed, Maxi-max utility
22 2 PMMX Time pressure, Maxi-max utility
23 2 RMMR Time relaxed, Mini-max regret
24 2 PMMR Time pressure, Mini-max regret
25 2 RLEX Time relaxed, Lexicography
26 2 PLEX Time pressure, Lexicography
27 2 RHUR Time relaxed, Hurwicz
28 2 PHUR Time pressure, Hurwicz
29 2 RSAT Time relaxed, satisfying
30 2 PSAT Time pressure, satisfying
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tasks in this manner, 30 different classes are required provided that the
decision tasks are initially presorted into type 1, 2, or 3 and that type 3
decision tasks can be trained by taking the relevant type 1 and type 2 tasks
in conjunction. Thirty decision classes is a reasonable and manageable number
of classes for which training materials can be developed and tested. The
resulting decision classes are shown in Table 15.

Type 3 decision tasks that enter the system are diagnosed serially through
the type 1 and type 2 decision classes. For example, a decision task that is
type 3 could appear as 3-MMPS-PMMR which is (1) multiattribute, well defined,
time pressure, static, for alternative generation and outcome estimation, and
(2) time pressure, mini-max regret for alternative selection. Note that some
combinations cannot exist (or are unlikely to exist) such as time pressure in
type 1 and time relaxed in type 2. To train for type 3 - MWPS-PMMR, the system
will simply take the training package for 1-MWPS and the training package for
2-PMMR and form one complete training package. The structure of the decision
task space for training, resulting from the classification scheme, is shown in
Figure 17.

INSTRUCTIONAL CONTENT GENERATOR

Identification of different implications of each decision class for
training purposes is a task which must ‘ollow the development of the
classification scheme. Such implications must reveal the basic content
requirements for each class. Identification of these implications is the
subject of the following. The training implications of each class are
represented in terms of a set of modules corresponding to possible attributes
of a decision task defined for the task classification scheme.

The basic instructional content of each class will be a combination of
the contents associated with the attributes of that class. However, in a task-
specific decision training context, such as the present program, the
instructional content for each class will be affected by the task-specific
information which serves as a vehicle for conveying the basic content. Such
task-specific information is provided by decision trees constructed for each
decision situation. For example, if utility is a basic training content and
the task is sonobuoy patterns, then the utility of sonobuoy patterns must be
included in the instructional content.

During this program, the implications of the relevant decision task
attributes and decision rules were analyzed. The analysis emphasized the
training aspects and included the selected eight attributes (Single Attribute,
Multiattribute, Well Defined, Ambiguous, Time Relaxed, Time Pressured, Static,
and Dynamic) and the seven decision rules (Subjective Expected Utility, Maxi-
min Utility, Maxi-max Utility, Mini-max Regret, Lexicography, Hurwicz, and
Satisfying). The result was the identification of the basic instructional
content required for each decision attribute. This information was structured
in fifteen modules, each module represents information concerning General
Description, Amplification, Rules, Pitfalls/Limitations, Interacting with
Other Decision Elements, and Prerequisites associated with the corresponding
attribute or decision rule. Due to the large volume of the information, and to
avoid the disparity of thought, the results are presented in Appendix J.
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COGNITIVE LEVEL WEIGHTING

The training objectives for different tasks with unequal cognitive
complexity can be accomplished differently depending on the instructional
methods employed. Such dependency between cognitive complexity and instruc-
tional method suggests a detailed analysis of cognitive levels involved in
performance of each decision behavior required for different decision making
components.

Such an analysis was performed to identify the highest cognitive level
involved in the decision making behaviors. Six cognitive levels are con-
sidered as the major levels relevant to the process of decision training:
knowledge, comprehension, application, analysis, synthesis, and evaluation.
These levels are identical to the major categories in the cognitive domain
of the taxonomy of educational objectives described in Bloom, 1956. We
chose to call them cognitive levels instead of cognitive categories to
establish, implicitly, a mental picture of the hierarchical cognitive
complexity existing among different cognitive levels. The description of
the six cognitive categories have been summarized in Gronlund, 1970:

"Knowledge is defined as the remembering of previously learned
matertial. This may involve the recall of a wide range of
material, from specific facts to complete theories, but all
that is required is the bringing to mind of the appropriate
information. Knowledge represents the lowest level of

learning outcomes in the cognitive domains.

"Comprehension is defined as the ability to grasp the meaning
of material. This may be shown by translating material from

one form to another (words to numbers), by interpreting material
(explaining or summarizing), and by estimating future trends
(predicting consequences or effects). These learning outcomes
go one step beyond the simple remembering of material, and
represent the lowest level of understanding.

"Application refers to the ability to use learned material in

new and concrete situations. This may include the application
of such things as rules, methods, concepts, principles, laws,

and theories. Learning outcomes in this area require a higher
level of understanding than those under comprehension.

"Analysis refers to the ability to break down material into
its component parts so that its organizational structure may
be understood. This may include the identification of the
parts, analysis of the relationships between parts, and
recognition of the organizational principles involved.
Learning outcomes here represent a higher intellectual level
than comprehension and application because they require an
understanding of both the content and the structural form
of the material.
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"Synthesis refers to the ability to put parts together to form

a new whole. This may involve the production of a unique
communication (theme or speech), a plan of operations (research
proposal), or a set of abstract relaiions (scheme for classifying
information). Learning outcomes in this area stress creative
behaviors, with major emphasis on the formulation of new patterns
or structures.

"Evaluation is concerned with the ability to judge the value

of material (statement, novel, poem, research report) for a given
purpose. The judgments are to be based on definite criteria.
These may be internal criteria (organization) or external
eriteria (relevance to the purpose) and the student may determine
the criteria or be given them. Learning outcomes in this area
are highest in the cognitive hierarchy because they contain
elements of all of the other categories, plus conscious value
Judgments based on clearly defined criteria."

The result of the analysis identified the highest cognitive level
involved in each behavior as well as the degree of importance of that cognitive
level for creating the corresponding behavior in a decision making context.
The analysis was based on the decision training behavioral objectives developed
previously (Table 14). The result of this analysis is summarized in Table 16.
The column with entries identifies the highest cognitive level associated
with the corresponding behavior. The entry itself represents the degree of
importance of the corresponding cognitive level/decision behavior pair.

In order to assign the entries, the importance of each of the subtasks
involved in a decision making process was analyzed and three different levels
of importance were identifed. An entry equal to 1/2, 1 or 2 was assigned to
the subtasks in lTow, middle or high level of importance, respectively. Such
assignment of entries resulted in equal values for the summation of the weights
assigned to each of the two major subtasks. Since problem structuring and
alternative selection are of similar importance to a decision making process,
resulting equal values can be considered as a confirming evidence to the
validity of this method of assignment.

Since Type 1 decision tasks involve only alternative formulation and
outcome estimation, the summation of all degrees of importance associated
with each cognitive level corresponding to behaviors relevant to these two
decision subtasks provides an element of a weight vector for cognitive levels
associated with Type 1 decision tasks. Such a summation was performed for
all cognitive Tevels to provide the complete cognitive level weight vector
for Type 1 decision tasks. A similar procedure was performed on behaviors
relevant to utility assessment, probability assessment, decision rule applica-
tion, and best alternative selection subtasks to provide cognitive level
weight vector for Type 2 decision tasks. Since Type 3 decision tasks involve
the subtasks relevant to both Type 1 and Type 2 decisions, the cognitive level
weight vector for Type 3 decision tasks was resulted by simply adding the
corresponding weights obtained for Type 1 and Type 2 decision tasks. The
weight vectors for the three decision types are shown in Table 17. The elements
of each vector have been normalized such that the summation of elements adds up
to one.
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TABLE 16. HIGHEST COGNITIVE LEVEL IDENTIFICATION AND WEIGHT

ASSIGNMENT FOR DECISION MAKING BEHAVIORS

[ =
o
- (
e (%) o [l
Cognitive & | & | D ol
Level |2 |8 |% |8 |
S = s | = > | s 3
Decision z g il |12 128 |1
Behavior e b8 1 & L2 la e
1. Formulate Alternatives
1.1 Identify variables 2
1.2 Classify variables 2
1.3 Identify constraints 2
1.4 Define solution range 2
1.5 Generate alternatives Z
1.6 Identify alternatives 2
2. Establish Outcomes
2.1 State events 2
2.2 ldentify variables 2
2.3 State resulting situations 2
3. Assess Utilities
3.1 State effects 1
3.2 State likelihoods 1
3.3 Identify favorability 1
3.4 State importance 1
3.5 Estimate utilities 1
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TABLE 16. HIGHEST COGNITIVE LEVEL IDENTIFICATION
AND WEIGHT ASSIGNMENT FOR DECISION
MAKING BEHAVIORS (CONTINUED)

Cognitive
Level

Decision
Behavior

Knowledge
Comprehension
Application
Analysis

Synthesis

Evaluation

4. Assess Probability

4.1 Identify event 1
4.2 Sort events ; 1
4.3 Assign likelihoods
4.4 Calculate probabilities ]

5. Apply Decision Rule

Ny

5.1 Name rules
5.2 Describe procedure 1
5.3 State advantages 1
5.4 Define criteria
5.5 Select best rule 1
5.6 Apply rule 2

6. Select Best Alternative

ot

6.1 Name criteria

Ny

6.2 State relevant criteria
6.3 Select criteria
6.4 Apply criteria

-

N
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NAVTRAEQUIPCEN 77-C-0005-1

A high value element represents a high degree of importance of the
corresponding behavior with respect to the decision type. Lower value ~
elements define a lesser degree of importance for the corresponding behaviors. .
The degrees of importance of the lowest cognitive level (know]edgeg and the
highest cognitive level (evaluation) for Type 1 decision tasks are very low.
These degrees can be approximated by zero without resulting substantial
inaccuracy. The cognitive level weights for the three decision types are
plotted in Figures 18, 19, and 20. These figures indicate that the resulted
weights correspond to intuitive judgment. The occurrence of the maximum
degree of importance for Type 1 around Analysis level is justified by the
fact that the process of problem structurin? mainly involves analysis of the
problem in order to identify the relevant elements of the problem as well
as the anlaysis of possible outcomes in order to identify their effects on
the problem elements. Since Type 2 decision tasks mostly involve application
of certain rules and procedures, the maximum degree of importance for Type 2
decisions occurs around Application level. For Type 3 decision tasks the
degrees of importance are spread along different cognitive levels with
relatively Tower variances. In general the process of decision making
mainly concentrates around Analysis (of the problem and potential solution
outcomes) and Application (of a set of rules and procedures).

INSTRUCTIONAL METHOD SELECTION

The approach to solving the problem of instructional method selection was
to establish a quantification scheme which can be used to rank different
instructional methods as to their effectiveness for the training of any
decision task. To implement this approach, an analysis of different instruc-
tional methods was performed. Fourteen major instructional methods were
selected and attributes of each method were identified. The methods include:

(a) Drill/Practice/Review

(b)

(c) Discussion - Individual Tutorial
(d) Discussion - Group

(e) Programmed Instruction
(f) Games

(g) Simulation

(h) Projects - Individual
(i) Projects - Group

(j) Laboratory

(k) Apprenticeship

(1) Demonstration
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The Degrees Of Importance Of Different
Cognitive Levels For Type 1 Decision Tasks
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Figure 18.
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Figure 19. The Degrees Of Importance Of Different
Cognitive Levels For Type 2 Decision Tasks
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Figure 20. The Degrees Of Importance Of Different
Cognitive Levels For Type 3 Decision Tasks
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